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ORIGINAL ARTICLE

Introduction

Regression outliers, either in y or in x, pose a se-
rious threat to standard least squares (LS) ana-
lysis. In order to pinpoint outliers the “traditio-
nal approach” in LS regression makes use of rou-
tine tools such as graphic representations of raw
data, computation and assessment of regression
diagnostics and graphs of residuals. However the
analyst should be aware of possible shortcomings
of this approach, particularly when several ou-
tliers are present (Rouseeuw and Leroy (1), chap-
ter 6). Alternatively one could resort to robust re-
gression which tries to devise estimators that are
not so strongly affected by outliers and it is by
looking at the results from a robust regression that
outliers may be investigated. In this context the
robust regression method suggested by Chatter-
jee and Mächler (2) appears to be particularly ap-
pealing. By taking into consideration outliers and
leverage points, the authors propose an iteratively

weighted least squares (WLS) method which gi-
ves robust fits. As a by product the list of rela-
tive weights computed in the last iteration and ar-
ranged in increasing order can be obtained.
This becomes the starting point of the approach
to diagnose outliers which will be presented by
examples in this note.

Methodological background 

Preliminary notation and terminology
In matrix notation the standard linear model is:

Y = Xβ + e [1]
where: Y (n×1), response vector, X (n×p), design
matrix, β (p×1) vector of parameters to be esti-
mated, e (n×1) unknown vector of random errors.
Letter n specifies the number of observations and
p the number of regressors (including the intercept).
Furthermore:

var(e) = σ2I [2]
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where I is the (n×n) identity matrix.
The predicted value Ŷof Y is defined as:

Ŷ= Xβ̂= X(X’X)-1X’Y = HY
where β̂is the LS estimator of β (the minimising
criterion for β̂will be given later);

H = X(X’X)-1X’
is the projection or leverage matrix (Hat matrix).
The i-th term on the principal diagonal of H is:

h
ii = x’i(X’X)-1xi’ [3]

where xi is the i-th row of the design matrix X and,
therefore, corresponds to the i-th observation. The
key feature of a leverage h

ii is that it describes how
far away the individual data point is from the cen-
troid of all data points in the space of regressors.
The vector of estimated residuals ê is:

ê = Y – Ŷ= (I – H)Y
and

var(ê) = σ2(I – H)
It follows that:

standard error(êi) = σ√⎯1–hii

The LS estimator vector β̂ is obtained by mini-
mising, with respect to β, Residual Sum of Squa-
res (RSS):

RSS = ê’ê
The estimator σ̂2 of the variance σ2 is given by:

Among the LS diagnostics the following will be
considered:

(i) standardized residuals=

(ii) studentized residuals=

Model [1] can be adopted even in weighted least
squares regression analysis; however unlike [2]:

var(e) = σ2W–1

where W is a (n × n) diagonal matrix of proper
weights.
We will continue to use the symbol β̂for the esti-
mator of β even though the estimate will be ob-
tained via generalized, not ordinary, least squares.
The estimator β̂is chosen now to minimise the ge-
neralized Residual Sum of Squares (RSS):

RSS = ê’Wê
Similarly the symbols ê and σ̂ will be used for the
estimator of e and σ respectively.

Chatterjee-Mächler algorithm: an outline
For an exhaustive discussion on the properties of
the Chatterjee and Mächler (hereafter referred to
as C-M) robust regression method the reader is re-
ferred to the original paper (2). Here it is sufficient
to say that the approach suggested is a generali-
zed least squares regression method since “...the
weights are determined by the residuals and as the-
se change from iteration to iteration the procedure
is an iterative one.” (2).
The algorithm starts with an initial fit and itera-
tes. Namely:
Step 0: compute weights ,

where  is given by [3].

Calculate the WLS regression coefficients: 

Step k: (k=1,2,...)
compute new weights from the residuals of the last
fit 

where med
izi = median(z1, z2,…, zn).

Compute the WLS regression coefficients:
β̂ j = arg   min   [e’Wje]

β
This is iterated till convergence.
Points with high leverage are down-weighted in
step 0 of the algorithm. In subsequent steps the
weights are a function of residuals as well as of
leverage.
The authors state that: “...the algorithm compute
a “Mallows-type” M estimator of regression...”.

A diagnostic tool

First of all the cases giving the lowest contribu-
tions in estimating the vector β are identified by
dividing the weights w

i (i=1,2,...,n) by the maxi-
mum of their values and arranging the so obtai-
ned relative weights in increasing order. These ob-
servations may be viewed as suspected “patho-
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logical” cases, since the algorithm gives low
weights to points with (i) large leverage and (ii)
large residuals.
Combining this knowledge with that of leverage
hii

and of the residual computed in the last itera-
tion, it is then possible to carry out a differential
diagnosis for the suspected pathological cases. As
a rule of thumb to identify outliers the cut-off point
2.5 for the absolute value of standardized or stu-
dentized residuals is adopted, while to determine
potentially influential points, particular atten-
tion is paid to leverage hii > 2p (1).

n—

Results

In this section four data sets are considered. Fir-
stly two simple linear regression examples are used
and outliers are graphically shown in the two-di-
mensional space; secondly two multiple linear re-
gression examples are introduced. As it is in-
structive to examine how a procedure works
when the correct answer is apparent, ad hoc ge-
nerated datasets are used. 
Data were processed by means of software R; lm
function was adopted for LS regression and an ad
hoc function SCreg0, made available to us by S.
Chatterjee, was adopted for C-M regression. A
code for C-M procedure is also available in a SAS
IML version as well as a Minitab macro.
All sets of original data are given in the appendix. 

Pilot Plant data from Daniel and Wood (1971)
The Pilot Plant data are given in Table 1 A. “The
independent variable (regressor) x, is the acid num-
ber of a chemical determined by titration, and the
dependent (response) variable y, is its organic acid
content determined by extraction and weighing. The
aim was to determine how well values obtained by
the relatively inexpensive titration method can ser-
ve to estimate those obtained by the more expen-
sive extraction and weighing technique” (3).
Original data are drawn in Panel A of Figure 1 to-
gether with the two fitted LS and C-M regression
lines. As expected the lines are overlapping sin-
ce the differences between the respective coeffi-
cients are practically negligible as it can be seen
from Table 1. By assuming typing or recording er-
rors, two of the original data are modified, namely
the response variable y of the observation 17 was
reduced from 89 to 59 (data contaminated in y) and
the regressor of the observation 20 was decreased
from 167 to 0.167 (data contaminated in x). The
effect of these contaminations on LS regression
estimates is clearly evident from Panels B and C
of Figure 1. The two LS straight lines tilt towards
the two contaminated cases. On the contrary the-
re is no effect of these contaminations on the C-
M regression lines (see also the estimated coef-
ficients in Table 1). However, as far as σ̂ is con-
cerned the contamination exerts its influence
even on the C-M estimate, though less evident than
that on LS regression estimate.

Pinpointing outliers and influential cases in regression analysis: a robust method at work
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Table 1. Estimates of regression coefficients (standard errors) obtained by LS as well as by C-M
regression for the three sets of Pilot-Plant data: original, contaminated in y, contaminated in x.
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The C-M regression diagnostics are reported in Ta-
ble 2. Considering the original homogenous data,
the absolute values of C-M residuals are expec-
ted not to be over the 2.5 cut-off point. Moreover
the relative C-M weights range from 0.35 to 1.0
(see also Panel A of Figure 2) indicating that no
case is strongly down-weighted. The leverages  hii

(i=1,2,...,n) are all less than the cut-off point (0.2)
with the exception of case 9, which could be con-
sidered a pathological case. However this hypo-
thesis is rejected by the procedure, which does not
down-weight it. 
In the dataset contaminated in y, case 17 has rank
1, with the small value 0.027 in the column of re-
lative C-M weights (see also Panel B of Figure 2)
informing the reader that the case contaminated
in y has been correctly down-weighted. As the ab-
solute value of the corresponding residual is
much greater than the 2.5 cut-off point and the cor-

responding hii is clearly under its cut-off, it seems
sensible to diagnose case 17 as an outlier. 
Similarly in the third dataset, the case contaminated
in x has rank 1 in the column of relative C-M
weights (see also Panel C of Figure 2). Note that
now both the C-M residual and the leverage hii

are
over the respective cut-off points, suggesting the
presence of an outlying influential (very bad) point.

Ad hoc data for simple linear regression
Data for this example are reported in Table 2.A;
they correspond to the data in table 11.3 (pg 372)
by Ryan (4) and were used by the author to illu-
strate the Least Trimmed Squares (LTS) method
with sequential trimming. Figure 3 gives the
scatter plots of these data.
One can recognize a bulk of twelve observations
on the left side of the panels, three supposed good
leverage points (13, 14, 15) and three bad leverage

Ettore Marubini et al.
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Figure 1. Graphical display of: original Pilot-Plant data (Panel A); data contaminated in y (Panel B); data contaminated in
x (Panel C) with the pertinent LS and C-M regression lines.

Figure 2. C-M weights on the ordinate with the corresponding increasing order number (1-20) in abscissa: original Pilot-
Plant data (Panel A); data contaminated in y (Panel B); data contaminated in x (Panel C).
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points (16, 17, 18) on the right side of the panels.
As stated by Ryan (4): “...the three points that are
(somewhat) outlying on x (only) help to define the
regression line and thus increase the precision of
the parameters estimates, whereas we would
want the three points that are also outlying on y
to be identified as regression outliers”.
In the three panels of figure 3 the LS regression
estimated lines are reported together with all the
original data. The line drawn in panel A is esti-

mated on the ground of the twelve points on the
left of the panel; the line in panel B is estimated
by adding observations 13, 14, 15 to the first twel-
ve; the line in panel C is estimated by adding ob-
servations 16, 17, 18 to the first twelve.
In moving from panel A to panel B one can see
that the three good data points influence the re-
gression line only marginally, but they increase the
precision of the estimates; for instance the stan-
dard error of β̂1 reduces from 0.1918 to 0.0975
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Table 2. C-M weights, C-M standardized residuals and leverages for the three sets of Pilot-Plant data: Original, contaminated
in y, contaminated in x.

Figure 3. Graphical display of Ryan’s data with the LS regression lines estimated on different sets of observations (see text).
The numbers indicate data used in estimating the regression line in each panel.
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even though the estimate of σ slightly increases
from 1.2762 to 1.5783. 
On the contrary, in moving from panel A to panel
C, one can appreciate the dramatic influence of the
bad data points. The results obtained by LS and
C-M regressions carried out on the whole set of
eighteen datapoints are shown in Figure 4. The lar-
ge influence of bad observations on the LS esti-
mated line is immediately apparent.
In the LS regression neither the standardized nor
the studentized residuals show absolute values over
the 2.5 cut-off point; i.e. no outliers are present:
any bad observation causes the LS regression line
to tilt and inflate the residual variance so that the-
se diagnostics become inefficient in labelling ou-
tliers. On the contrary the C-M procedure pinpoints
clearly the three bad points as those having the lo-
west weights; furthermore the corresponding
standardized residuals are so much greater than the
2.5 cut-off point to leave no doubt in assessing that
these observations are outliers (Table 3).
Furthermore the C-M procedure is also able to
identify a further suspected “pathological case”
among the three supposed “good leverage”
points; observation 15 may be considered an in-
fluential point because its leverage hii

= 0.2340 is
over the pertinent cut-off point 2p =  0.2222  and
its C-M weight is low. On th

—n

On the other hand, observations 13 and 14 have
leverage hii

well under the cut-off 0.2222, in line
with the hii of the twelve points forming the bulk
of the data.

Ad hoc data set for multiple regression
Data for this example are reported in Table 3.A;
they correspond to the data in Table 11.6 (pg 375)
by Ryan (4). 
“…similar to the previous example, most (24) of
the 30 data points constitute a homogeneous set
of good data, in addition three good data points
that are somewhat removed from the first set in
terms of the regressor value and three bad data
points.” Later it is stated that cases 28, 29 and 30
are the three bad data points.
As regards LS diagnostics, neither standardized,
nor studentized residuals have absolute values
above the 2.5 cut-off point. On the contrary the
three bad points have rank 1-3 in the list of or-
dered C-M weights and all present C-M residuals
over the 2.5 cut-off point thus allowing them to
be labelled as outliers (Table 4). Such a result
coincides with the one obtained by Ryan adop-
ting the LTS approach with sequential trimming.
Furthermore among the three cases (25, 26, 27)
supposed by Ryan to be good data points, only
case 25 shows leverage h

ii over the cut-off point
0.2667, suggesting it may be considered an in-
fluential point.
In the generation of data Ryan uses a random er-
ror component normally distributed with mean 0
and variance 64. The two estimates of this variance
are respectively σ̂ 2

LS = 106.08 and σ̂ 2
C–M = 52.79. It

appears that the three bad points inflate the LS esti-
mate of variance and thus render LS diagnostics
inefficient in pinpointing outliers.

Figure 4. Graphical display of Ryan’s data with the pertinent LS and C-M regression lines.

0126 4 Pinpointing_Marubini:-  2-05-2011  15:40  Pagina 100



Pinpointing outliers and influential cases in regression analysis: a robust method at work

BIOMEDICAL STATISTICS AND CLINICAL EPIDEMIOLOGY 2010; 4 (2): 95-105 101

Table 3. LS Regression diagnostics, C-M weights, C-M standardized residuals and leverage for Ryan’s data at pg. 372.

Table 4. Regression LS diagnostics, C-M weights, C-M standardized residuals and leverage for Ryan's data at page 375.
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Interstitial Lung Disease data (Narula et al. (5))
The data reported in table 4.A are the same as tho-
se used in Narula et al. (5); they regard the results
of a study performed to investigate the association
between objective indicators of lung damage
and severity of functional impairment in patients
affected by interstitial lung disease (ILD)
The objective of Narula et al. (5) was to introdu-
ce the minimum sum of absolute errors regression
as an alternative to the LS regression that is sen-
sitive to outliers. In their paper fourteen regressors
were initially considered; here we chose to focus
on the four regressors kept in their final model. The
variables are:
Response:  y = FVC (Forced Vital Capacity).
Regressors: x2 = AGE (in years);

x4 = EPIT (epithelial cells): area
fraction of epithelial cells/10000
µm2 of alveolar tissue;

x8 = CELL (cellular infiltration):

total cellularity/10000 µm2 of al-
veolar tissue;

x13 = HONEY (honeycombing): sco-
re of honeycombing (zero to
four).

The LS and C-M diagnostics are reported in ta-
ble 5. As regards LS diagnostics no absolute va-
lue of residuals are over the cut-off point with the
exception of case 11. Instead, along with case 11,
also case 15 can be considered as an outlier from
C-M standardized residuals. In addition C-M pro-
cedure leads us to suspect two further influential
points; these are case 23 and 3 because they have
the smallest C-M weights. Since the absolute va-
lue of their C-M standardized residuals are clearly
under the 2.5 cut-off point, their low C-M weights
are likely to be a result of their leverage h

ii
being

much greater than the pertinent cut-off point.
In trying to study the behaviour of the latter two
cases with respect to each independent variable,

Ettore Marubini et al.
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Table 5. Regression LS diagnostics, C-M weights, C-M standardized residuals and leverage for Narula et al. data (5).
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graphs of response versus each of the four re-
gressors were drawn. The plot of y versus x4 (Pa-
nel A of Figure 5) shows that cases 3, 23 (toge-
ther with 22) lie on the right side of the figure, ra-
ther far from the bulk of the remaining data. The
plot of y versus x8 (Panel B of Figure 5) shows that
case 3 is the most extreme on the left, whereas case
23 is the most extreme on the right side. 
The other two plots, y vs. x2 and y vs. x13, seem
uninformative with regard to cases 3 and 23. This
suggests that the validity of values x4 and x8

should be investigated for cases 3 and 23.
In a medical context, looking for a therapy is the
next step after a diagnosis; likewise in the present
context it is necessary to scrutinise the original da-
taset and, on the ground of the subject-matters kno-
wledge, assess whether outlying cases are valid or
not valid. If it is believed that the model is correct,
in the first case it seems sensible to down-weight
outliers and leverage points to accommodate the
model (this is the typical strategy of C-M or of any
other robust regression method), in the second case
one can delete the non valid observations and re-
fit the model by means of LS regression. On the
other hand, when the correctness of the model is
questionable or validity assumptions of LS re-
gression are lacking a great deal of remedies are
available as shown in many books on regression
analysis or on related topics (see for instance Dra-

per and Smith (6), Weisberg (7) and Atkinson and
Riani (8)).
It is now interesting to see how Narula et al. face
the problem: in their initial analysis a model by
LS regression was fitted and the authors state that
“…an analysis of the residuals identified two ou-
tliers (cases 11, 15) and a leverage point.…Fur-
ther investigation confirmed that these two outliers
were valid observations. Therefore we decided not
to discard them and to use a more robust proce-
dure than least squares to estimate the parameters
of the model. The minimum sum of absolute er-
rors (MSAE) regression is one such alternative.”
However they do not take into consideration the
influential points any longer; this is surprising as
it is well known that the MSAE regression does
not protect against outlying x ((1), pg 11). This
shortcoming could have been avoided through the
application of the robust C-M regression proce-
dure.

Final comments
The presence of several outlying observations (in
y co-ordinate and/or in x co-ordinates) is a chal-
lenge for any robust method. Optimal robust me-
thods, which are theoretically complex and com-
puter intensive, aim at having a 50% breakdown
point, i.e. to be resistant for a contamination of the
50% of the dataset.
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Figure 5. Graphical display of Narula et al. data: response variable versus x4 (EPIT) (Panel A) and response variable versus
x8 (CELL) (Panel B).
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Chatterjee and Mächler (2) argue that the majo-
rity of practicing statisticians would not fit a mo-
del to data which are contaminated at the level of
50% without pre-screening procedure. Therefore
they pursue a humbler objective for their proce-
dure with a 20-25% breakdown point, because they
are convinced that “most statisticians would be sa-
tisfied with a procedure which would be robust
against 20 to 25 percent contamination.” They test
their method on a wide series of datasets previously
used to study the performance of other robust re-
gression methods. At the end of the assessment pro-
cess they conclude that the C-M algorithm could
be adopted by all practicing statisticians. Impli-
citly the limit of 20-25 percent contamination ap-
plies also to the diagnostic tool suggested in sec-
tion “A diagnostic tool” of this paper.
When “pathological cases” are scrutinised and
found to be valid, the diagnostic tool presented here
offers a further advantage; in fact the subsequent
steps of the statistical analysis flow into the
mainstream of statistics as the C-M robust re-
gression approach is a weighted linear regression
method.
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Table 1 A.  Pilot Plant Data Set from Daniel and Wood
(1971, pg 45).

Table 2 A. Dataset from Ryan (pg 372)
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Table 3 A.  Dataset from Ryan (pg 375).

Table 4.A Dataset from Narula et al. 
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