
Introduction
As Artemus Ward said, “It ain’t so much the things
we don’t know that get us in trouble. It’s the things
we know ain’t so.” Statisticians are cynics motivated
by the desire to debunk. Their catchphrase could be,
“This looks plausible – how can I prove it wrong?”
The study and practice of statistics teaches conser-
vatism in inference and, of course, a faith in calcula-
tion, which the average (what else!?) statistician sees
as necessary to correct the gullibility of mankind. 
Most non-statisticians, on the other hand, underesti-
mate the role of chance in what they observe. If you
ask them the birthday question (“how many people
must there be in a room before it is odds on that at
least two share a birthday?”), they guess far higher
than the correct answer of 23.
Depending on one’s philosophy of statistics,
Bayesian or frequentist, there are two devices by
which to implement statistical conservatism. The
Bayesian injects prior beliefs into any calculation.
These prior beliefs have to suggest that small differ-
ential effects are more plausible than large ones, oth-

erwise the slightest change of circumstance would
forbid the use of any previous experience to guide
prediction. We would have to believe that a trial of
treatment for breast cancer in Lutheran Sweden will
tell us nothing about the treatment of sufferers in
Catholic Belgium. Thus, when the data mean is aver-
aged with the prior mean, as the Bayesian recipe dic-
tates, a less extreme posterior mean results (1). The
frequentist believes, on the other hand, that statistics
is a matter of calling the shots. You can’t proceed to
the snooker or pool table, try 20 pots and credibly
claim that the one that came off was the one that you
meant to come off. Similarly if you are looking for
subgroup-by-treatment interactions in a clinical trial,
and do not want to be misled by chance patterns, you
had better pre-specify what you are looking for (2),
have good reasons for doing so and take the rough
with the smooth – if most of your subgroup investi-
gations are negative perhaps you should be rather
sceptical about those few that are not.
Yet, despite the warnings of statisticians, medical re-
searchers continue to investigate subgroup-by-treat-
ment interactions optimistically. A notorious exam-
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ple, to be discussed below, is the re-analysis ten years
ago (3) of the beta-Blockers in Heart Attack Trial
(BHAT) (4-7). Perhaps, researchers might reason-
ably argue that if one is not prepared to ‘push the
boat out’ from time to time no new discoveries will
be made. They are favouring William James’s (8)
“Believe truth!” over his “Shun error!”. Neverthe-
less, if we take Artemus Ward’s warning seriously,
the case against  “fishing trips” deserves a hearing.
This case has, of course, often been made (9-12), but
the excuse for making it again here is that it is regu-
larly ignored. Indeed, for example, the inappropriate
re-analysis of the BHAT (3) continues to be cited
with approval (13) more often than the necessary
corrections (14, 15). If anything, since, with the rise
of pharmacogenomics, the number of ways we can
classify patients is increasing, so too are the risks of
over-interpretation and of irreproducible results (16,
17). Ioannidis recently came to the pessimistic con-
clusion that most research findings are false (18) and
a survey of genetic association studies by Hirschhorn
et al. found extremely poor reproducibility of results
(19). Nor is understanding of these issues what one
would wish. A recent survey of physicians in On-
tario, Canada, found that among 435 respondents
44% would not prescribe a treatment that was effec-
tive on average to patients in a subgroup in which ef-
ficacy had not been demonstrated (20).
The purpose of this article is to make some points
about approaches to analysing subgroups in clinical
trials and in this regard two cases of rather different
sorts are considered. The first is where the subgroups
are formed by many clusters of patients, the labelling
of the clusters being largely irrelevant and the indi-
vidual clusters (from a global point of view) being of
no particular interest in themselves. The multi-centre
trial, in which the centre is the cluster, is the perfect
paradigm of this case. The second is where there are
some relevant groupings of patients based on prog-
nostic classifications.
An example from the literature of each of these two
cases will be discussed below in due course. But be-
cause it is hoped that this article may also be of use
to the non-statistician, a brief explanation of some
statistical terminology is given first.
Characteristics to be used in statistical models that
can be divided into various categories are referred to
as factors and the categories themselves are levels of

the factors. Thus, in a breast cancer trial, oestrogen
receptor status might be a factor and positive or neg-
ative could be the levels. The average extent to
which a factor affects a relevant outcome is called a
main effect. If this effect varies with a second factor
then one speaks of the interactive effect or simply in-
teraction of the two factors concerned. (Epidemiolo-
gists sometimes refer to this as effect modification).
Thus, for example the average difference between
anastrozole and tamoxifen in a breast cancer trial
would be the main effect and if this difference, in
turn, differed according to oestrogen receptor status
then this would be an oestrogen receptor-by-treat-
ment interaction. Finally the complexity of particular
terms in a model is indexed by their order. Thus a
main effect is of order one, an interaction of two fac-
tors is of order two, and a three-way interaction is of
order three etc.
Let us now consider our two examples.

First example: a multi-centre heart
disease trial
The BHAT was a randomised placebo-controlled
study of the effect on mortality of propranolol in
3837 survivors of myocardial infarctions treated in
31 centres (6). Observation was planned for two to
four years but the study was stopped nine months
early with an average follow up of two years at
which point total mortality under active treatment
was 7.2% as opposed to 9.8% under placebo. (The
fact that the trial was stopped early will be ignored
here).
In 1996, Horwitz et al. presented a re-analysis of the
BHAT in which they compared a group of 21 centres,
which they labelled dominant, with a group of 10
centres labelled divergent as regards the treatment ef-
fect (3). They found that the effect of propranolol
compared to placebo differed significantly between
the divergent and the dominant centres. Propranolol
was effective in the dominant centres and harmful in
the divergent centres.
In fact, this finding was hardly a surprise (14, 15).
The centres had been divided on the basis of the ob-
served results: they had been labelled dominant if the
propranolol mortality observed was lower than that
under placebo and divergent otherwise. This is a
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clearly illegitimate way to form groups for a signifi-
cance test. If this is not obvious, then one must con-
sider that any test we use will be correlated with the
Wilcoxon rank sum test; it may be more or less pow-
erful than the rank test but it must often agree with it
in judging significance. However, by grouping the
centres in the way described above it is clear that we
are putting all the highest ranked centres in one
group and all the lowest ranked ones in the other.
Hence, given that there were 10 divergent and 21
dominant centres it is hardly surprising that a signif-
icant difference emerged.
One might counter, of course, that there is nothing
inherent in multi-centre trials that dictates that one
should have divergent centres, or what, in fact, are
sometimes referred to as effect reversals (21). How-
ever, although effect reversals are not necessary, they
are in fact highly probable in any trial that includes a
reasonable number of centres, even when the true
treatment effect does not vary.
Suppose, for example, that a trial has been designed
to have a power of 80% for a two-sided 5% type I
error rate. This implies that the so-called non-cen-
trality parameter δ, that is to say the ratio of treat-
ment effect to standard error, will be about 2.8.
However, if there are k centres of the same size, then
the average number of patients per centre will be N/k
where N is the total number in the trial and the stan-
dard error in a typical centre will be √k times what

it is in the trial as a whole. This means that the non-
centrality parameter for the centre is now δc = δ/√k.
For example, with k = 16, the non-centrality param-
eter drops to 2.8/√ 16 = 0.7. But about 24% of a stan-
dard normal distribution lies beyond 0.7 so that the
probability of an effect reversal becomes 0.24. Now,
of course, however many centres there are and
hence, however small the typical centre, this proba-
bility of an effect reversal, where the treatment ef-
fect is genuine, cannot exceed 50%. However, in the
example just mentioned above there are many cen-
tres and just as it is unwise to suppose that because
the risk of death is small for a single trial of Russian
roulette it is therefore small if played regularly, so it
is unwise to suppose that the phenomenon of effect
reversal is unlikely. It is probable. In the case of the
16 centres the probability that none will show an ef-
fect reversal is (1 – 0.24)16 = 0.013 and so the prob-
ability of at least one reversal is 1 – 0.013 = 0.987
and, in fact, the expected number of effect reversals
is 16 × 0.24 ≈ 4.
As the number of centres increases then, other things
being equal, the probability of at least one effect re-
versal increases. Indeed it does so as a result of two
phenomena: not only does the probability of an ef-
fect reversal increase in any given centre but also the
chances of escaping it reduce because there are more
centres in which it may occur (21, 22). The position
is illustrated in figure 1.
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Figure 1. Probability of effect reversal in any given centre and in at least one centre as a function of the numbers of cen-
tres in a study with 80% power overall to detect a treatment effect for a two-sided 5% type I error rate. 



In fact, an ensemble of centres, such as that provided
by the BHAT, makes it possible to analyse the data
using a so-called random effects model. Horwitz et
al. (3) provided only total numbers (over both arms)
by centre and the percentage death rate per arm to
one decimal place. Table 1 shows an attempted re-
construction of the original data. The total numbers
per centre agree with Horwitz et al. and the percent-
age death rates agree, to one decimal place, for both
treatments and all centres apart from two cases: pro-
pranolol for centres 10 and 16, the percentage differ-
ing by 0.1 in the first case and 0.3 in the second.
However, the data as thus reconstructed will be used
in the analyses that follow.
There are various possible approaches for investigat-
ing interaction in such an ensemble. For example if a

Mantel-Haenszel test is carried out using PROC
FREQ® in SAS®, the Breslow-Day (23) chi-square
for homogeneity of the common odds ratio will be
31.2 which, since there are 30 degrees of freedom, is
almost exactly what is expected in the case of homo-
geneity. The odds ratio itself is estimated at 0.71 with
95% confidence limits of 0.57 and 0.90.
Another approach is to analyse the data using a
model with a normal random effect for the centre
and the treatment-by-centre interaction on the log-
odds scale, treating treatment effect as fixed with
cases having conditionally a binomial distribution.
This can be implemented in SAS® using the
GLIMMIX® macro. Again, the estimated odds ra-
tio is 0.71 and the 95% confidence limits are 0.57
and 0.90. More importantly, however, the estimated
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Treatment
Placebo Propranolol

Centre Patients Survived Died Patients Survived Died

11 48 45 3 49 49 0
12 58 51 7 57 56 1
13 56 51 5 57 56 1
14 42 38 4 42 41 1
15 66 56 10 64 61 3
16 71 63 8 70 67 3
17 65 60 5 66 64 2
18 55 48 7 55 52 3
19 56 49 7 55 52 3
10 43 39 4 45 43 2
11 78 70 8 77 73 4
12 59 55 4 58 56 2
13 70 63 7 70 66 4
14 99 87 12 97 90 7
15 48 43 5 48 45 3
16 52 41 11 53 46 7
17 63 56 7 66 61 5
18 41 37 4 43 40 3
19 46 40 6 48 43 5
20 63 58 5 62 58 4
21 59 53 6 60 55 5
22 59 58 1 59 54 5
23 63 60 3 64 56 8
24 55 51 4 55 48 7
25 75 70 5 75 67 8
26 98 92 6 95 88 7
27 70 63 7 70 62 8
28 45 42 3 43 40 3
29 33 29 4 32 28 4
30 58 48 10 57 47 10
31 126 116 10 125 115 10

Table 1. Comparison of formal and narrative statements.



random-effects variance for the interaction is effec-
tively zero. 
A third approach, that of Lee and Nelder’s Hierarchi-
cal Generalised Linear Model system (24) can be im-
plemented in GenStat®. The main effect of centre
can be either fixed or random. The results are very
similar with the two approaches. Treating centre as
fixed with treatment-by-centre alone as random, the
estimate of the odds ratio is again 0.71 and the esti-
mate of the random effect variance is negligible at
0.00009.
Finally, a meta-analytic approach can also be reveal-
ing. We proceed as follows: first we take the four-
fold tables formed by the classifications of treatment
(placebo/propranolol) and outcome (alive/dead) for
each centre, adding 0.5 to each of the four frequen-
cies to produce new values, a, b, c, d. Then we cal-
culate the estimated log-odds ratio for centre i as 

and estimate its standard error as 

.

We then proceed to analyse these estimates. For ex-
ample the META procedure of GenStat® produces a
Galbraith or radial plot (25) as shown in figure 2

where we see the standardised values plot-

ted against the precision . The fixed-effects esti-

mator is then given by the slope of the least squares
regression line through the origin and is equal to
–0.295 on the log-odds scale or 0.74 on the odds ra-
tio scale, for which the 95% confidence limits are
0.59 and 0.94 respectively. The regression line
through the origin is the thick line on the plot. Also
shown are two control lines (dashed) at ±1.96. If
there is no over-dispersion then we should expect
that 95% of the points should lie between these lines.
In fact they all do.
The graphical presentation suggests, therefore, that
there is no variation in the treatment effects from
centre to centre and this is backed up by the meta-
analysis itself in the META procedure. The Q statis-
tic for heterogeneity is 25.2 on 30 degrees of free-

dom and therefore less than its expected value under
a hypothesis of heterogeneity; a random-effects
analysis using the method of Hardy and Thompson
(26) produces an estimated odds ratio of 0.75 with
95% confidence limits of 0.62 and 0.92 and a nega-
tive estimated random-effects variance of -0.07.
To sum up, there is actually slightly less variation
than one would expect by chance. On the log-odds
scale, at least, it seems that the treatment effect is
plausibly constant (14, 15).

Interactions more generally
Here, of course, centre is a factor comprised of a
large number of groups that may be treated similarly.
(See discussion above). It lends itself to treatment in
terms of a single variance of effect using what is
sometimes called a hierarchical model (the hierarchy
being patients within centres). Other classifications
do not so readily lend themselves to being handled in
this manner.
For example in a heart disease trial we might have pa-
tients classified by sex, smoking status, drinking
habits, age, social class, body mass index and family
history of disease. Suppose these are treated as factors
with few levels: the two sexes; never, ex- and current
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Figure 2. Galbraith Plot of the data from the BHAT. Stan-
dardised estimates (ratios of estimates to standard errors)
for the 31 centres plotted against precisions (reciprocals of
the standard errors).



smokers, abstainers, moderate and heavy drinkers, etc.
Each of these will have too few levels to be useful in
estimating variation of effects and only the most en-
thusiastic Bayesian will wish to model them together.
[Although techniques to do this do exist (27)].
The common statistical approach, then, is to compare
treatment effects by the levels of a factor (28, 29).
For example, the sex-by-treatment interaction is cal-
culated as a double difference as follows: active mi-
nus placebo amongst males minus active minus
placebo amongst females. The fact that each of these
quantities being compared has on average half as
many patients as for the simple treatment difference
averaged over the sexes means that it is estimated
with less precision (30). This fact is simply demon-
strated in two lines of algebra and has been known at
least since Jerzy Neyman pointed it out in 1934 (31).
The consequence is that clinical trials and other stud-
ies generally guarantee less precision in measuring
interactive effects than main effects. It also seems
reasonable to suppose that interactive effects will be
less marked than main effects and that one should be
suspicious about apparently impressive effects.
Hence interactions in general are an area where stat-
isticians are wary because they know that ‘chance
rules’.

Second example: prognostic factors
in a breast cancer trial
A retrospective analysis of the ATAC (Arimidex, Ta-
moxifen, Alone or in Combination) trial (32) by

Dowsett et al. (33) looked at treatment effects in
9366 patients with primary breast cancer classified
into  subgroups by receptor status with time to recur-
rence as the outcome. (Here, Arimidex © is the pro-
prietary name for anastrozole.) With ER standing for
oestrogen receptor, PgR for progesterone receptor, +
for positive, - for negative and nk for not known,
there were nine possible groups that could be defined
by cross-classification according to the two recep-
tors, although Doswett et al. looked at response in
only six of these: ER+/PgR+, ER+/PgR-, ER-/PgR+,
ER-/PgR-, ER+/PgRnk and ERnk/PgRnk. The data
giving the status of the patients (recurrence or not)
after a median follow up of 68 months are sum-
marised in Table 2, which is based on Dowsett et al.’s
Table 1 (See acknowledgements).
The data were analysed by Doswett et al. using the
Cox regression (34) both unadjusted and adjusted for
various covariates. If A stands for anastrozole, T for
tamoxifen and for C the combination of both, then
the contrast A versus T came out significantly in
favour of A with a hazard ratio (HR) of 0.79, a 95%
confidence interval of 0.70 to 0.90 and a p value of
0.0005. The contrast C versus T was not significant:
HR = 0.97(0.86,1.10) p =0.6. 
However, looked at subgroup by subgroup, the effect
of A versus T was found to be significant only in the
ER+/PgR- group: HR = 0.43(0.31,0.61) p <.0001.
The authors very wisely wrote of this finding “… it
should be considered as hypothesis generating and
requires confirmation before it influences clinical de-
cision making.” (33, p. 7515).
Note that the above finding implies a very high level
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Treatment Anastrozole Combination Tamoxifen
ER PgR Patients Events Patients Events Patients Events

+ + 1930 191 1875 205 1904 222
– 451 50 492 102 429 102

NK 167 22 170 24 181 20
– + 63 17 81 22 76 25

– 233 66 220 71 250 79
NK 25 7 19 5 23 2

NK + 7 2 6 1 8 1
– 5 1 5 0 3 0

NK 244 46 257 49 242 47

ER = oestrogen receptor; NK = not known; PgR = progesterone receptor.

Table 2. Patients and events in the Arimidex, Tamoxifen, Alone or in Combination study cross-classified by treatment and
receptor status (ref. 29).



of interaction. Cross-classifying patients by ER and
PgR receptor status already involves an interaction
of receptors. The finding that A is effective versus T
but that C (which equals A+T) is not, is arguably an-
other interaction, so a differential effect of A depend-
ing on whether or not it is given with T, and also de-
pending on ER status but further modified by PgR is,
from one point of view, a four-way interaction. The
fact that such a high degree of interaction is involved
and that the effect, however plausibly explained af-
terwards, was not expected a priori are grounds for
caution. 
Of course, further analysis of trials is a perfectly ac-
ceptable activity provided that, as was the case with
Dowsett, its exploratory nature is accepted. In this
spirit I now wish to illustrate a common statistical
approach to looking at such data. To simplify discus-
sion and analysis, only patients with known receptor
status are included. At the risk of some loss of infor-
mation, the data are re-analysed using logistic regres-
sion (because this is what data in the form of Table 2
permit) rather than proportional hazards (Cox) re-
gression. For this analysis treatment is a factor with
three levels (A,C,T) and there are two further factors,
ER and PgR, each with two levels: - and +. The sta-
tistical approach to fitting would observe the follow-
ing general principles:
1. Higher order interactions are not to be included in
a model unless relevant lower order effects are also
in the model (35, 36). For example, if the interaction
of ER and PgR is in the model then the main effects
of ER and PgR must be in the model. If the interac-
tion of treatment and PgR status is in the model both
the main effects of treatment and PgR status must be
in the model but there is no requirement for ER to be
in the model.
2. The significance of a factor or interaction is to be
judged by considering the difference it makes to the
model once other factors have been included in the
model. Thus the effect of PgR is the effect of adding
it to a model that already has ER in it and vice versa.
3. In a designed experiment, such as a clinical trial,
where the main focus is on treatments, the covariate
(prognostic) model should be established first [ideal-
ly, and certainly always in a drug regulatory context,
by pre-specifying it in the protocol as required by the
International Conference on Harmonisation guide-
lines (37)]. The effect of treatment is then judged ac-

cording to the difference it makes when added to the
covariate model.
4. Other things being equal one should prefer simpler
models to more complex ones.
5. Treatment-by-prognostic factor interactions should
not be judged confirmed unless the particular inter-
actions found have been pre-specified in the protocol
and an appropriate strategy for dealing with multiple
hypotheses has been identified.

Illustration of this general approach
with reference to the ATAC trial
This approach is illustrated in the GenStat® analysis
shown in Table 3. The first and second columns show
the steps of the fitting process (there were 11 in to-
tal). The third column, headed df for degrees of free-
dom, indicates the number of parameters added to or
taken away from the model at each step. Frequently
these values are 1 or -1 but note that since treatment
is a factor with three levels it requires two parame-
ters to describe it so that for step 6 for example,
where treatment was added to the model, two param-
eters were added. The column headed Deviance is a
measure of the increase in fit provided by the term
added and, under the null hypothesis that this term is
irrelevant, it should have an approximately Chi-
square distribution with degrees of freedom given by
df. The final column gives the p-value associated
with the test of the null hypothesis that the term in
question is not needed. It should also be noted that
GenStat® indicates interactions of factors by joining
them with a dot. Thus ER.Treatment is the interac-
tion of ER and treatment.
Before proceeding to illustrate the fitting process, the
first point to note is that since this is a post-hoc
analysis I clearly cannot have specified any model in
advance and therefore in the light of point 5 above all
results must clearly be deemed to be of exploratory
value. 
In step 1 the term ER is added and is clearly signifi-
cant (p < 0.001) and in step 2 PgR is added and this
too is significant (p < 0.001). It now becomes neces-
sary, however, to subtract ER from the model to
check that its significance is not caused by associa-
tion with PgR (see point 2 above). This is done in
step 3 where its significance is confirmed and so it is
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added back in step 4. In step 5 the significance of the
interaction of ER and PgR is established (p = 0.004).
At this stage the covariate structure of the model is
established. This becomes the standard against which
the effect of judging treatment is examined (point 3
above). Ideally this covariate model would have been
pre-specified based on knowledge gained from pre-
vious trials and one could have proceeded right away
with step 6, which establishes that the effect of treat-
ment is significant (p < 0.001). In steps 7 and 8 the
effects of adding the interactions with ER and PgR
are examined. Note that because PgR.Treatment is
added after ER.Treatment its p value of 0.005 is rel-
evant but that the effect of ER.Treatment should be
judged when it is added to PgR.Treatment and this
has to be examined by subtracting it again as in step
9. The result is not significant but at 0.081 the p-val-
ue is much lower than that in step 7, where it was
0.653. Finally if one wishes to look at the  three-way
interaction, principle 1 above requires that ER.Treat-
ment be put back in the model (as it is in step 10) and
then in step 11 the three-way interaction is examined
and found to be not significant (p = 0.192). 
Thus, on the basis of the principle stated in point 4
above, the final model arrived at is that of step 9 and
it includes both receptor factors and their interaction
with each other as well as treatment and its interac-
tion with PgR but not with ER. One should be cau-
tious, however, in interpreting this finding. As re-
gards PgR status, the number of patients are split
5929/ 2075 +/- with a 682/470 split of events, where-

as the corresponding splits for ER status are
7081/923 and 872/280. In short, there are far fewer
ER- patients and events than for PgR- and this affects
the power of any tests of interactions involving ER
status. 
However, if we accept the data as we find them then
the final model does not include the interaction of
treatment with ER status. Table 4 shows the number
of expected events this model would predict for these
data together with the observed number of events.
Category by category, the fit is remarkably good. Of
course one now needs to look more carefully at the
final model, in particular because treatment is a fac-
tor with three levels, to see what the implications are.
(This process will not be illustrated here.) Neverthe-
less, the conclusion is somewhat different to that of
Dowsett at al. who concentrated on differential ef-
fects of treatment according to the combination of
ER and PgR. The analysis here suggests that only
PgR is needed. 
The data used by Dowsett et al., being survival times
rather than events, are somewhat different and, fur-
thermore, these authors have an expert knowledge of
the trial (33). In any case, the purpose of this re-analy-
sis here has been to illustrate some general points
about fitting models rather than to challenge previous
findings and there was never any intention to say com-
ment on the results of the ATAC trial. In short, the pur-
pose was didactic only: to illustrate some general ap-
proaches to modelling. Furthermore, both of the
analyses, the one presented by Dowsett and, especial-
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Step Change df Deviance Approximate Chi pr

11 + ER 1 178.408 <0.001
12 + PgR 1 47.313 <0.001
13 – ER -1 -82.388 <0.001
14 + ER 1 82.388 <0.001
15 + ER.PgR 1 8.245 <0.004
16 + Treatment 2 17.705 <0.001
17 + ER.Treatment 2 0.854 <0.653
18 + PgR.Treatment 2 10.669 <0.005
19 – ER.Treatment -2 -5.032 <0.081
10 + ER.Treatment 2 5.032 <0.081
11 + ER.PgR.Treatment 2 3.301 <0.192

Total 11 266.494
df = degrees of freedom; ER = oestrogen receptor; PgR = progesterone receptor.

Table 3. Analysis of deviance for logistic regression for the Arimidex, Tamoxifen, Alone or in Combination data illustrat-
ing various modelling principles.



ly, the one presented here, are exploratory rather than
confirmatory. In general, such analyses need to be
compared with results from other studies, ideally in-
volving the same treatment, but, if not, using treat-
ments from the same class of drugs. For example, the
BIG 1-98 study comparing letrozol to tamoxifen
found a remarkably similar overall treatment effect to
that found comparing anastrozole to tamoxifen in the
ATAC study but did not find a PgR interaction (38).

Advice
Some general rules of procedure may be helpful in
dealing with subgroup effects and interactions.
The first is to tread warily. It is necessary to have
some way of ensuring a conservative approach. Ad-
justing p-values by using, for example, Bonferroni
corrections is one of the least useful but it is better
than ignoring the problem altogether. Some way of
taking account of the totality of results is needed. Hi-
erarchical approaches, where appropriate, will help
shrink extreme results towards some common mean
and this general philosophy is at the heart of the
Bayesian approach.
The second is to pre-specify. Observed interactions
are more plausibly genuine if they are expected. The
frequentist may regard the discipline of pre-specify-
ing in itself as valuable. The Bayesian may regard
this as mere superstition but will certainly give more
credence to effects that are believed on the basis of
prior knowledge to be more likely. It will be useful
and it increases credibility to have this prior belief
explicitly documented. Of course, a confirmation of
a result by a subsequent study is an even more im-

pressive validation of a subgroup finding (39), since
the first trial has the status of a evidence-based pre-
specification for the second (2).
The third is to find a suitable scale for analysis. In-
teractions that are present on one scale will often dis-
appear on another and some scales are more plausi-
bly additive (that is to say do not show interaction)
than others. For binary data, for example, the log-
odds scale is much more plausibly additive than the
risk difference scale and this is one reason why a
meta-analysis is not usefully reported in terms of
numbers needed to treat (40). An analysis on an ad-
ditive scale without interactions will usually provide
a much more useful and reliable summary of the
treatment effect. If one then wants to make a predic-
tion on a scale other than that used for analysis, this
can often be achieved with a little ingenuity and
some further background information. A fine exam-
ple is given by Glasziou and Irwig (41).
The fourth is to proceed formally by building models
for random effects as illustrated above for the first
example or for interactions as shown for the second.
Do not compare significance across strata to judge
whether interactions have occurred (28). Remember
that an effect with 50% power will only be signifi-
cant half of the time it is tested and that in conse-
quence the result ‘significant’ is likely to have poor
inherent reproducibility. [In fact, this is a point per-
haps overlooked by Hirschhorn et al. (19) in their
otherwise interesting study of the reproducibility of
genetic effects].
Finally, it cannot be stressed too strongly that the
need for careful thought, caution and appropriate
analysis, already apparent in the analysis of main ef-
fects, applies a fortiori to subgroups and interactions. 
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ER + –
Treatment PgR Expected Observed Expected Observed

A + 191 191 17 17
– 161 150 55 66

C + 203 205 24 22
– 100 102 73 71

T + 224 222 23 25
– 193 102 88 79

A = anastrozole; C = combination; ER = oestrogen receptor; PgR = progesterone receptor; T = tamoxifen. 

Table 4. Expected events according to the final model and observed events, cross-classified by receptor status and treat-
ment.
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